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Abstract—In the frequency-domain modeling of physical 

systems, such as electric circuits and electromagnetic-field 

structures, the problem of maintaining the causality of the time-

domain response is an important issue in many engineering 

applications. The aim of the paper is to revisit some models for 

media parameters, transmission lines, and circuits. 

 
Index Terms—Causality, Time-domain response 

 

I. INTRODUCTION 

ESIGN of fast digital-signal interconnects is based on 

computer simulations (numerical modeling) of 

electromagnetic (EM) fields. These interconnects are vital 

parts of computers and communications equipment, and they 

are present both on integrated circuits and on printed-circuit 

boards (PCBs). Precise evaluation of timing and signal 

distortion requires accurate models of materials (dielectrics 

and conductors) on which the interconnects are built [1], [2]. 

Very wide signal bandwidths, extending into the millimeter-

wave region, require characterization of materials in a wide 

frequency range. These models should accurately predict 

losses and provide causal responses in the time domain. 

Such models are also required for microwave circuits and 

devices, antennas, and other structures whose design is 

based on the EM simulations [3]. 

Recently, vendors of software systems for CAD/CAM of 

communication circuits have focused on resolving causality 

issues and implementing causal models in software tools [4]-

[8]. They recognized the imperative need for major revision 

of traditional device and material models to fulfill the 

aforementioned causality in multilayer substrate models, loss 

models for composite dielectrics, device models, PCB 

models, and similar. For example, the goal in the selection of 

a dielectric model is to capture the physics of the material 

and to describe its complex dielectric constant as a 

continuous function of frequency, which guarantees a causal 

response, and not by just a set of points measured at various 

frequencies [9]. 

It is interesting to mention that even models of some well-

known materials/substrates, such as FR-4, had to be 

amended. FR-4 has been in use since the 1960’s (starting 

with TTL circuits). However, FR-4 printed-circuit boards 

have remained the technology of choice for low-cost 
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commercial digital and analog devices, and will likely 

prevail in the future as well. 

In this paper, we consider causality issues for the 

modeling of circuits and EM structures, which belong to the 

class of linear, time-invariant, stable, and physically 

realizable systems. Examples are electrical circuits 

assembled from lumped elements (resistors, inductors, 

capacitors, etc.), RF/microwave filters, structures composed 

of (multiconductor) transmission-lines, antennas, and 

antenna arrays. 

We assume that the system under consideration is void of 

accumulated electromagnetic energy for 0<t , where t is 

time. We also assume that the system is driven by one or 

more generators, which represent the excitation to the 

system. All these excitations are assumed zero for 0<t . 

One or more excitations “wake up” at 0=t . We are 

interested in the response of the system, which can be 

voltages, currents, waves, etc. Under these conditions, all 

signals (EM fields, voltages, and currents) in the system are 

zero for 0<t , as no response can occur before the 

excitation. This is a physically obvious fact and is the 

statement of the causality principle [10], [11]. 

In many cases, the analysis of electrical circuits and EM-

field structures is performed by using the Fourier transform 

or the Laplace transform to switch between the time domain 

and the domain of the complex frequency, ω+σ= js , 

where σ is the real, and ω is the imaginary part. The 

imaginary part is referred to as the angular frequency, 

fπ=ω 2  (in 1s− ), where f is the frequency (in Hz). The 

rationale for using the frequency-domain analysis is the fact 

that the time-domain differential equations map into the 

frequency-domain algebraic equations (by the Fourier or 

Laplace transforms) which are easier to solve (the derivative 

with respect to time is mapped into a simple multiplication 

by s in the frequency domain). Thereafter, equations that 

describe the system are formulated and solved in the 

complex domain.  

Electrical circuits are analyzed in the complex domain 

starting from Kirchhoff’s current law and voltage law (KCL 

and KVL), as well as equations that relate voltages and 

currents for each element of the circuit. EM-field structures 

are analyzed starting from Maxwell’s equations for the 

electric and magnetic fields, along with constitutive relations 

that describe the dielectric, magnetic, and conductive 

properties of the medium. For linear time-invariant systems, 

all these equations are linear in terms of the voltages, 

currents, and field vectors. 

Once the analysis in the complex domain is completed, we 
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can switch back to the time domain using the inverse Fourier 

transform or the inverse Laplace transform, as appropriate. 

Often, the adopted frequency-domain model of the system 

might be adequate for computing the frequency 

characteristics, but inadequate for switching back to the time 

domain via the inverse Fourier or Laplace transform. In that 

case, we can obtain a non-causal response in the time 

domain. 

Inadequacies in the complex-domain model can come 

from overly simplifying the model or neglecting some small 

terms that are crucial for providing a causal response.  

These simplifications do not occur in the KCL, KVL, or 

Maxwell’s equations, but rather in circuit-element equations 

(component characteristics) and equations describing 

media/materials (constitutive equations). In Sections II and 

III, we give two representative examples for models that 

may yield non-causal responses, along with techniques for 

overcoming the problems. 

Most results of the analysis in the frequency domain are in 

the form of certain network functions and transfer functions 

of a system (input impedance, scattering parameters, etc.). 

Collectively, we shall refer to these functions as the system 

functions, and denote them by )(sH . For most EM-field 

problems, the system functions can be obtained only 

numerically, in the form of tabulated data, i.e., no closed-

form solution is available. In rare cases, such as uniform 

plane waves, uniform transmission lines, and waveguides, 

analytic solutions are available, and the system functions 

have the form of exponential functions (which, essentially, 

describe wave propagation). These system functions can be 

converted into forms that contain trigonometric or 

hyperbolic functions. 

On the contrary, for most circuit-theory problems, the 

system functions can be obtained in a closed form. In 

particular, for lumped-element circuits (e.g., passive circuits 

that consist only of resistors, capacitors, and inductors), the 

system functions are rational functions of s, i.e., ratios of two 

polynomials. Poles of the rational functions are points in the 

s-plane where the system function becomes infinite. The 

poles are zeros of the denominator. An additional pole 

(simple or multiple) can be at infinity if the degree of the 

numerator is larger than the degree of the denominator. 

Similarly, zeros of the system function are zeros of the 

polynomial in the numerator, and an additional zero (simple 

or multiple) can be at infinity if the degree of the 

denominator is larger than the degree of the numerator. The 

stability criteria require that the poles of the system function 

are in the left-hand half-plane of the complex frequency, and 

that poles on the imaginary axis are simple. A transfer 

function can have zeros in the right half-plane, but an input 

impedance or admittance cannot have zeros in the right half-

plane. A system function that does not have zeros in the right 

half-plane and has only simple zeros on the imaginary axis is 

referred to as a minimal-phase function. [12] 

A system function that yields a causal response has some 

special properties. In particular, on the imaginary axis, its 

real and imaginary parts are related by the Hilbert transform 

[11], [13]. For a minimal-phase function, on the imaginary 

axis, the Hilbert transform also relates the logarithm of the 

magnitude and the argument, so that the argument can be 

uniquely reconstructed knowing the magnitude of the 

transfer function, and vice versa [14]. However, the 

conditions for the existence of the transforms in both 

directions are strict. In Section IV, we demonstrate that the 

argument of a rational system function is always uniquely 

determined by its magnitude, on the imaginary axis, even in 

cases when the inverse Hilbert transform does not exist. 

II. MODELING OF DIELECTRIC LOSSES 

We consider an EM-field problem in the frequency 

domain, assuming that the complex frequency s is on the 

imaginary axis. Generally, the problem is described by the 

system of four Maxwell’s equations, along with three 

constitutive relations: 

BE ω−= jcurl , (1) 

DJH ω+= jcurl , (2) 

ρ=Ddiv , (3) 

0div =B , (4) 

ED ε= , (5) 

HB µ= , (6) 

)( iEEJ +σ= , (7) 

where E is the electric-field intensity vector, D is the 

electric-induction vector, B is the magnetic-induction vector, 

H is the magnetic-field intensity vector, J is the electric-

current density vector, iE  is the impressed electric field 

(which models the excitation to the system), ρ is the volume-

charge density, ε is the permittivity, µ is the permeability, 

and σ is the conductivity of the material. The quantities E, 

D, B, H, J, iE , and ρ are the complex-domain 

representatives of the corresponding time-domain sinusoidal 

quantities. 

Maxwell’s equations are linear in terms of the field 

vectors and they do not introduce any problem regarding the 

causality. In the simplest model of the constitutive equations, 

ε, µ, and σ are purely real quantities that do not depend on 

frequency. Hence, the vectors on the right and left-hand 

sides of equations (5)-(7) are always in phase, and the 

resulting time-domain solution is always causal. 

To model polarization losses and magnetization losses 

(i.e., to model dispersive media), the permittivity and 

permeability are taken to be complex quantities. (The 

conductivity is always taken to be real.) The complex 

permittivity and permeability have (in most cases) positive 

real parts and negative imaginary parts, so that they are 

written in the form )"j'(0 ε−εε=ε  and )"j'(0 µ−µµ=µ , 

respectively, where "j'r ε−ε=ε  is the relative permittivity, 

and "j'r µ−µ=µ  is the relative permeability of the material. 

The associated loss tangents (i.e., the dissipation factors) are 



 

defined as 
'

"
tan

ε
ε

=δε  and 
'

"
tan

µ
µ

=δµ . We shall consider 

here only the dielectric losses. The magnetic losses can be 

treated in a similar way. 

To provide a causal response, the complex permittivity 

has to satisfy certain conditions. It can be regarded as a 

scalar system function, like any other circuit-theory network 

function. When the complex frequency is purely imaginary, 

i.e., when ω= js , the system function is referred to as the 

frequency response and is given in terms of its modulus 

(magnitude) and argument (phase) as 

))(jexp()()j( ωφω=ω AH , (8) 

where |)j(|)( ω=ω HA  and ( ))j(arg)( ω=ωφ H . 

Alternatively, the system function is represented in terms of 

its real part (P) and imaginary part (Q) as 

)(j)()j( ω+ω=ω QPH . (9) 

We consider only real-life systems, i.e., models of 

physically realizable systems that are characterized only by 

real parameters in the time domain. For example, all circuit-

element values are real (resistances, capacitances, and 

inductances). Consequently, the system function will have 

conjugate symmetry: )(**)( sHsH = , )j(*)j( ω=ω− HH . 

Hence, the modulus and the real part are even functions of 

frequency, and the argument and the imaginary part are odd 

functions of frequency. 

The impulse response )(th  of any physical system is 

causal and can be represented by )()u()( thtth = , where 

)u(t  is the unit step function. Applying the Fourier 

transform (FT) [15], ))()FT(u())(FT( thtth = , and using the 

property )(j)(j
2

1
)(j ω⊗ω

π
=ω HUH , where ⊗  represents 

the convolution operator, ))(FT()j( thH =ω , and 

ω
+ωδπ==ω

j

1
)())FT(u()j( tU  is the Fourier transform of 

the unit step function, we obtain 

∫
∞

∞−
µµ

µ−ω
+µ−ωδπ

π
=ω d)j()

)(j

1
)((

2

1
)j( HH , which 

yields ∫
∞

∞−
µ

µ−ω
µ

π
+ω=ω d

)j(

j2

1
)j(

2

1
)j(

H
HH . Hence, the 

well-known relations between the real and imaginary parts of 

the frequency response follow: 

∫
∞

∞−

µ
ω−µ

µ
π

−
=ω d

)(
v.p.

1
)(

Q
P , (10) 

∫
∞

∞−

µ
ω−µ

µ
π

=ω d
)(

v.p.
1

)(
P

Q . (11) 

Both integrals are evaluated in the principal-value sense. It is 

assumed that the system function satisfies certain conditions 

that provide the existence of the two integrals. A sufficient 

condition is that the integrand is square-integrable along the 

imaginary axis. 

From (10) and (11), knowing the real part of the 

frequency response, one can find the imaginary part, and 

vice versa. In practical computations, difficulties are often 

present due to the infinite limits of the integrals. A very wide 

spectrum must usually be encompassed to obtain a 

sufficiently accurate result. Even analytically, the integrals 

cannot be evaluated in many important practical cases 

because the integrals are divergent or undefined. 

Noting that the real part is an even function, and the 

imaginary part is an odd function of frequency, equations 

(10) and (11) can be transformed to integrals over the real 

frequencies, 0>ω : 

∫
∞

µ
ω−µ

µµ
π

−
=ω

0
22

d
)(

v.p.
2

)(
Q

P , (12) 

∫
∞

µ
ω−µ

µ
π
ω

=ω
0

22
d

)(
v.p.

2
)(

P
Q . (13) 

Relations (10)-(13) are commonly referred to as the Hilbert 

transforms (e.g., in electrical engineering, signal processing, 

and system theory) [16] or the Kramers-Kronig relations 

(e.g., in physics and material science) [17], [18]. Other 

forms of (similar) relations can be found in literature, e.g., 

[10], [14]. 

Derivation of (10)-(11) can be approached in a different 

way by using Cauchy’s integral formula [19]. This approach 

yields more general relations, as will be shown in Section 

IV, and provides a better understanding of its limitations and 

the conditions for the frequency response. For example, 

)(sH  must be analytic in the right half of the s-plane, 

inclusive of the imaginary-axis, and |)(| sH  must not be an 

asymptotically increasing function when s tends to infinity 

[14], [16]. 

Often, for good dielectrics, the conductive losses are 

included into the permittivity, resulting in the equivalent 

permittivity, 
ω
σ

−ε=ε je . This modifies only the imaginary 

part of the permittivity. If the polarization losses are 

negligibly small (and thus ε is practically independent of 

frequency), then εδtan  is proportional to f/1 . The 

mathematical model of ε can be visualized as taking a 

parallel combination of a capacitor (whose capacitance is C) 

and a resistor (whose conductance is G), with frequency-

independent parameters C and G. This maps into a standard 

circuit-theory problem and a causal response is naturally 

guaranteed. N ote that the real and imaginary parts of )(e ωε  

function cannot be shown to satisfy equations (10)-(13). The 

result of the integral in (10) is zero and so is the result of the 

integral in (11) if the principal-value sense is extended to the 

two infinite limits of the integral. 

Physical mechanisms that cause polarization and 

magnetization losses are such that the parameters ε and µ, as 

well as the loss tangents, depend on frequency. For example, 

for high-quality dielectrics (like Teflon and polyethylene), 

εδtan  increases practically linearly with frequency in the 

microwave region. However, if an overly simplified model 



 

of the frequency dependence is taken, this can result in a 

non-causal response. For the present example, if we take 'ε  

to be independent of frequency, and take only "ε  to vary 

linearly with frequency, we shall almost perfectly model the 

frequency dependence of εδtan , but the time-domain 

response will not be causal. In other words, it is not possible 

to define independently the frequency variations of 'ε  and 

"ε  because these two quantities must be related by the 

Hilbert transform (provided the transform is convergent).  

One approach to obtain a causal model is to select "ε  so 

to fit experimental data, and then evaluate 'ε  using the 

Hilbert transform. In the general case, this is not an easy 

task. Another way to obtain a causal model is to use 

functions that directly approximate )(r ωε , for which we 

know a priory to yield a causal response. To approximate 

the linear frequency dependence of εδtan , a simple choice 

is the one-pole function 

0

r

j1

'
')(

ω
ω

+

ε∆
+ε=ωε ∞ , (14) 

where ∞ε' , 'ε∆ , and 0ω  are constants. We apply (14) when 

0ω<<ω , so that  

00
r

'
j)''(j1'')(

ω
ωε∆

−ε∆+ε=








ω
ω

−ε∆+ε≈ωε ∞∞ , (15) 

)''(

'
)(tan

0 ε∆+εω
ωε∆

≈ωδ
∞

ε . (16) 

Hence, if we know the relative permittivity at low 

frequencies, )''()0(' ε∆+ε=ε ∞ , and the loss tangent at a 

particular frequency ( GHz10=f  is standard for 

microwaves), then we can adopt 0ω  arbitrarily (but so to be 

high above the frequency band of interest) and calculate the 

remaining two parameters accordingly. This model yields a 

causal response as it corresponds to the simple network 

shown in Fig. 1, where 1110 =ω CR . 

 

R1

C

C1

 
 

Fig. 1. Simple electric network that corresponds to equation (14). 

 

Another important example is the material FR-4, often 

used as the substrate for fabrication of printed-circuit boards. 

In a very wide frequency range, starting from the power 

frequencies, up into the microwave region, this material is 

known to have a loss tangent that is practically independent 

of frequency. The measured data for this material are shown 

in Fig. 2 [20].  
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Fig. 2. Measured results for the complex permittivity of FR-4 along with 

one-pole model according to (14) [20]. 

 

The simplest model for this material is to take both 'ε  and 

"ε  to be independent of frequency. However, this results in 

a noncausal response, as illustrated by the following 

example. We consider a uniform plane EM wave that 

propagates through an infinite medium filled with FR-4. We 

excite a wave at the coordinate origin, whose time-domain 

waveform is a Dirac delta-function (an impulse), centered at 

0=t . The wave propagates along a distance of 1 m, where 

we observe the response. From the physical nature of 

propagation, we would expect the wave to arrive with a 

delay on the order of several nanoseconds. However, if we 

take 5.4'=ε  and 1.0"=ε  to be independent of frequency 

(corresponding to a frequency-independent loss tangent), 

describe the propagation by the exponential factor, and 

evaluate the time-domain response using the inverse fast 

Fourier transform (IFFT), the resulting waveform will not be 

causal, as shown in Fig. 3. The response does not have a 

defined starting instant, but it has rather a long, slowly 

increasing “foretail”, which starts at 0=t . 

We can try to model the relative permittivity of FR-4 by 

taking the approximation given by (14) and dragging 0ω  

into the frequency band of interest (Fig. 2). This yields a 

causal response, but the approximation of losses is 

inadequate for broadband applications (such as analysis of 

transients in fast digital-signal interconnects) because it 

covers barely one frequency decade. Note from Fig. 2 that 

there is a step-down in 'ε  in the frequency band where "ε  is 

pronounced.  
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Fig. 3. Response to an impulse wave in FR-4 for various models of 

frequency variations of the permittivity [20]. 

 



 

To obtain an approximation for )(r ωε  in a wider 

frequency range, more terms are required. This procedure 

corresponds to the network shown in Fig. 4 [20] and it 

results in 

01

r j

j1

'
')(

ωε
σ

−

ω
ω

+

ε∆
+ε=ωε ∑

=
∞

N

i

i

i . (17) 

The resistor 0R  models conductive losses (which are 

dominant at very low frequencies). For 8=N  (i.e., for a 

total of 9 poles), the coefficients that best fit the measured 

data are given in Table 1 [20]. The relative permittivity that 

corresponds to this approximation is shown in Fig. 5. The 

time-domain response is now causal, as shown in Fig. 3. 

 

 
 

Fig. 4. Electric network that corresponds to equation (17) [20]. 

 
TABLE 1. COEFFICIENTS IN EQUATION (17) THAT FIT MEASURED DATA FOR 

FR-4 IN A BROAD FREQUENCY RANGE. 

i 1 2 3 4 5 6 7 8 

]s[ 1−ωi  20k 0.2M 2M 20M 0.2G 2G 20G 0.2T 

∆ε'i  0.12 0.14 0.22 0.18 0.12 0.10 0.10 0.24 

 

In Table 1, the fitting terms are taken one per frequency 

decade. A finer approximation can be obtained if we 

increase the density of the fitting terms.  

If we distribute the terms evenly on a logarithmic-

frequency scale, if we assume "ε  to be constant in the 

frequency range from 1101
m=ω  up to 2102

m=ω , and if the 

total variation of 'ε  in this range is 'ε∆  (i.e., the variation 

slope is 
12

'

mm −
ε∆

 per decade), we obtain in the limit when 

+∞→N  

10ln

j

j
ln

'

10
j+1

d'

j1

' 1

2

12121

i

2

1

ω+ω
ω+ω

−
ε∆

=
ω−

ε∆
→

ω
ω

+

ε∆
∫∑

== mm

x

mm

m

mx
x

N

i

i .(18) 

The complex relative permittivity now becomes 

o

1

2

12
r j

10ln

j

j
ln

'
')(

ωε
σ

−
ω+ω
ω+ω

−
ε∆

+ε=ωε ∞
mm

. (19) 

In the frequency range where 21 ω<<ω<<ω , the real part 

of the integral in (18) is 

10ln

j

j
ln

'

10ln

j

j
ln

'
Re

1

2

12

1

2

12

ω+ω

ω+ω

−
ε∆

=


















ω+ω

ω+ω

−
ε∆

mmmm
 

10ln

ln
'

2

12

ω

ω

−
ε∆

≈
mm

. (20) 

It linearly decays with the logarithm of frequency. The 

imaginary part is practically independent of frequency, 

10ln

j

j
arg

'

10ln

j

j
ln

'
Im

1

2

12

1

2

12









ω+ω

ω+ω

−
ε∆

=


















ω+ω

ω+ω

−
ε∆

mmmm
 

10ln

2'

12

π
−

−
ε∆

≈
mm

. (21) 

Fig. 5 demonstrates how the approximation (19) fits the 

measured data. The corresponding time-domain response is 

causal, as shown in Fig. 3. 
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Fig. 5. Fitting measured data by equations (17) and (19) [20]. 

 

As digital systems evolve and technology pushes for 

smaller and faster designs, higher data transmission rates 

necessitate the use of proper techniques to model the 

frequency dependent parameters of materials, such as FR-4. 

Without proper models that accurately predict these 

quantities and that are required to preserve causality, 

simulation-based design, such as bus design for multi-gigabit 



 

data rates, is not possible. For that reason, the model 

described by equation (19) has recently found application in 

the research and development, as well as in leading software 

for the analysis of fast digital-signal interconnects [1], [2], 

[4]-[9], [21]-[24]. 

III. TRANSMISSION-LINE MODELS 

One practical problem that relies on the adequate 

modeling of the dielectric permittivity is signal propagation 

along transmission lines. A simple line (with two signal 

conductors) can be characterized with sufficient accuracy 

[25] by its primary quasi-static per-unit-length parameters: 

inductance ( 'L ), capacitance ( 'C ), resistance ( 'R ), and 

conductance ( 'G ).This approach yields better models than 

using just the characteristic impedance, attenuation 

coefficient, and phase coefficient, in particular for shorter 

lines [26]. We neglect here the hybrid nature of the quasi-

TEM waves and the corresponding variations of the field 

pattern. 

In practice, transmission lines are lossy and their primary 

parameters depend on frequency. For example, if the 

dielectric is homogeneous, the per-unit-length admittance 

matrix of the line can be put in the form 

( )ε ′′−ε′′ω=ω+= jj'j'' 0CCGY , where 0C′  is the per-unit-

length capacitance of the line when the dielectric is replaced 

by a vacuum, and ε ′′−ε′=ε jr  is the complex relative 

permittivity of the dielectric. As discusses in Section II, for a 

realistic lossy dielectric, ε′  and ε ′′  are frequency-

dependent. Hence, the frequency variations of 'C  and 'G  

are determined by )(' ωε  and )(" ωωε , respectively. An 

example of these primary parameters is shown in Fig. 6 (the 

curve labeled “Approximation”), corresponding to a router 

backplane on FR-4. If we obey the causality constraints 

discussed in Section II, we shall provide a proper model for 

'Y , which will provide a causal response. For lines with 

inhomogeneous dielectrics, the procedure described in [20] 

can be used, where the frequency variations of 'Y  are 

approximated by a linearization technique. 

In [27], a causal model of the relative permittivity with a 

constant loss tangent is given: πδ−ω=ε 2
r )j(a , where a is a 

constant. This model agrees perfectly with (19) when 

21 ω<<ω<<ω . However, this model yields unnatural 

results in limiting cases: an infinite permittivity when 0→ω  

(Fig. 6, the curve labeled “Howard Johnson”) and a 

vanishing permittivity when ∞→ω . 

The frequency dependence of the per-unit-length 

impedance, 'j'' LRZ ω+= , is more complicated in nature 

[28], [29] because it is affected by the edge, proximity, and 

skin effects. If we consider a printed structure, like a 

microstrip line, at lower frequencies, the current distribution 

exhibits significant variations along the width of the strip 

and the ground plane, and then the skin effect occurs. At 

very high frequencies, typically above about 1 GHz, the 

surface roughness of the conductors becomes pronounced.  
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Fig. 6. Per-unit-length (a) conductance and (b) capacitance of a 

transmission line using the lossy-dielectric model of equation (19) and 

[27].  

 

If the frequency variations of 'R  and 'L  are modeled 

independently, like in [28], a noncausal response results. In 

order to properly model the frequency dependence of 'Z , a 

similar approach should be used as presented in Section II, 

that is to describe 'Z  by an analytic function of the complex 

frequency. 

A model is presented in [30] for the differential-mode 

propagation on coupled striplines: 

rgh
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skin
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ref
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+

ω
ω

ω
ω

+ω+= ∞ RLRZ , (22) 

where ∞'L  is the per-unit-length external inductance (as 

evaluated, for example, by [25]). Other parameters are 

evaluated based on theoretical estimations and data fitting 

for the particular transmission line under consideration: 

MHz19skin =f  is the frequency where the skin-effect 

becomes pronounced, whereas the surface roughness 

becomes visible at MHz600rgh =f . In [27], another model 

is given,  

2
ref

ref

2
d.c. '

2j
''j' RRLZ

ω
ω

++ω= ∞ .  (23) 



 

Fig. 7 shows the per-unit-length resistance and 

inductance, versus frequency, obtained by various 

techniques. The curves labeled “Approximation” correspond 

to equation (22), and those labeled “Howard Johnson” 

correspond to (23). The curves labeled “No surface 

roughness” are evaluated from (22) assuming +∞→ωskin . 

The curves labeled “Skin effect” are evaluated by program 

[25], which assumes the skin effect to be fully pronounced at 

all frequencies. The resistance given by the curve labeled 

“Surface roughness” in Fig. 7a is two times the resistance 

given by [25] and it represents the upper limit of the 

resistance increased due to the surface roughness. In Fig. 7a, 

“D.C.” is the d.c. resistance. The curves labeled “TM 

dynamic” are obtained by a full-wave analysis described in 

[29], and the curves labeled “Quasistatic” by a quasistatic 

technique from [29]. Obviously, the d.c. behavior is not 

accurately described by either equation (22) or (23), so that 

further investigation of this topic is needed. 
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Fig. 7. Per-unit-length (a) resistance and (b) inductance of a transmission 

line obtained using various techniques.  

IV. CAUSALITY AND HILBERT TRANSFORM 

We consider an analytic function that does not have poles 

in the right half-plane or on the imaginary axis, i.e., which is 

a strictly stable function
1
. Its modulus, argument, real part, 

and imaginary part are defined in equations (8) and (9). 

 
1 It need not be a minimal-phase function. 

Using the contour integration, it is shown in [14], [13] that 

the real and imaginary parts of such a function satisfy the 

following relations: 

∫
∞

∞−

µ
ω−µ

µ
π

−∞=ω d
)(

v.p.
1

)()(
Q

PP , (24) 

∫
∞

∞−

µ
ω−µ

µ
π

=ω d
)(

v.p.
1

)(
P

Q . (25) 

The assumption is that the function )(sH  is finite at infinity. 

More precisely, it is constant and equal to )(∞P , where 

)(∞P  can be any real number. Obviously, any analytic 

function that satisfies these conditions can be a system 

function that yields a causal response. The additive constant 

does not affect the causality and it can be set to zero, in 

which case we obtain relations (10) and (11). 

The set of relations (24) and (25) is of restrictive validity. 

The functions P(ω) and Q(ω) must be such that the integrals 

exist in the principal-value sense. Many common functions 

found in the circuit theory cannot fit into these equations. 

For example, a unit ideal differentiator (e.g., the input 

impedance of an ideal coil of a unit inductance), whose 

frequency response has the form ω=ω j)j(H , does not 

belong to the above class of functions as it has a pole at 

infinity. The reciprocal function, 
ω

=ω
j

1
)j(H , i.e., a unit 

ideal integrator, also cannot fit into the Hilbert transform as 

it has a pole at the coordinate origin (which is on the 

imaginary axis). 

We consider a strictly stable system function, )(sH , 

which yields a causal response. Taking the logarithm of the 

frequency response results in 

)(j)())j(arg(j|)j(|ln)j(ln ωφ+ω=ω+ω=ω aHHH . (26) 

The real part, )(ln|)j(|ln)( ω=ω=ω AHa , is the logarithmic 

modulus of the frequency response (in nepers). The 

imaginary part, φ(ω), is the argument (in radians) of )j( ωH . 

Taking a logarithm is a nonlinear operation. Hence, there is 

no reason following from the causality why there should be 

any relation between )(ωa  and )(ωφ  in the general case. 

However, equations (24) and (25) relate the real and 

imaginary part of any analytic function that satisfies the 

above-mentioned conditions [14], [31]. A strictly stable 

system function, )(sH , has no poles in the right half-plane 

nor on the imaginary axis. If, in addition, it has no zeros in 

the right half-plane or on the imaginary axis (i.e., it is a 

strictly minimal-phase function), then )(ln sH  is finite in the 

right half-plane and on the imaginary axis, i.e., it has no 

poles there. To make )(ln sH  finite at infinity, )(sH  must 

tend to a non-zero constant when ∞→s . If all these 

conditions are met, then )(ωa  and )(ωφ  are related as  

∫
∞

∞−

µ
ω−µ

µφ
π

−∞=ω d
)(

v.p.
1

)()( aa , (27) 
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1
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Hence, under the above restrictions, knowing the logarithmic 

magnitude of the frequency response, the corresponding 

argument is uniquely defined by the Hilbert transform, and 

vice versa [32]. 

We prove here that the argument of a stable rational 

minimal-phase system function is uniquely defined by its 

magnitude, on the imaginary axis, under more relaxed 

conditions, though the reverse relation may not exist in all 

cases. We factor the rational system function as 
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where k is a constant, M(s) is the polynomial in the 

numerator whose order is m, N(s) is the polynomial in the 

denominator whose order is n; is  is a zero of the numerator 

(which is also a zero of the system function), and js  is a 

zero of the denominator (which is also a pole of the system 

function). The stability criteria require that the poles be only 

in the left-hand plane. If they are on the imaginary axis, they 

must be simple. From the assumption that we consider a 

minimal-phase rational function, the zeros are also only in 

the left half-plane or on the imaginary axis. Poles and zeros 

appear in conjugate symmetry: for each zero (or pole) that is 

not on the real axis, there exists a corresponding conjugate-

complex zero (or pole), i.e., they always appear in pairs 

112,1 jω±σ=s .  

Since a(ω) is an even function of frequency, the Hilbert 

transform of this function can be written as  
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Similarly, φ(ω) is an odd function of frequency, so that the 

Hilbert transform can be written as 

∫∫
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Equations (30) and (31) are  Kramers-Kronig relations. 

From [33] (formula 4.231.10) we have 

0,
4

d
ln 2

0
222

>
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∫
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x
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x
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For ya =  and 1=b , we have 

0,
4

d
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so that 

ω
π

=µ
ω−µ
µ

π ∫
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sign
2

d
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v.p.
1

 (34) 

because the Hilbert transform of an even function is an odd 

function, and vice versa. 

From [33] (formula 4.295.8) we have 

0,,,,arctgd
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For 1=b , yc = , and 1=g , we have 
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Hence, 
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a ω
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When the complex frequency is on the imaginary axis 

( ω= js ), all factors (binomials) of the system function have 

the form )j(j 111 ω−ω+σ−=−ω s , where 01 ≤σ . The 

logarithmic modulus of such a term has the form  

( )2
1

2
111 )(ln

2

1
|j|ln )( ω−ω+σ=−ω=ω sa , (38) 

and the argument is  

1

1
11 arctg)jarg()(

σ−

ω−ω
=−ω=ωφ s . (39) 

In the simplest case when the zero of the polynomial is at 

the coordinate origin ( 01 =s ), the factor is merely ωj , so 

that ||ln )(1 ω=ωa  and ω
π

=ωφ sign
2

)(1 . This is in 

accordance with (34): the argument is indeed obtained by 

applying the Hilbert transform to the logarithmic modulus. 

In other words, the argument can be reconstructed from the 

magnitude. The inverse relation does not exist because the 

integral  
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µ
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sign
2v.p.

1
)(a  (40) 

diverges. Hence, knowing an argument that has the form 

1

1
1 arctg)(

σ−
ω−ω

=ωφ , the magnitude cannot be calculated 

using the Hilbert transform. 

When the polynomial zero is on the imaginary axis 

( 11 jω=s ), then ||ln )( 11 ω−ω=ωa  and 

)(sign
2

)( 11 ω−ω
π

=ωφ , which is a simple translation of the 

previous case along the imaginary axis. Now, 
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Again, the argument can be uniquely reconstructed from the 

magnitude of this term. 

When the polynomial zero is on the negative part of the 

real axis ( 011 <σ=s ), then 

)ln(
2

1
ln)(

22
1

22
11 ω+σ=ω+σ=ωa  and 

1
1 arctg)(
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=ωφ . From (36) it follows that  
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(because 11
2
1 || σ−=σ=σ ). In trying to derive the inverse 

relation, an infinite integral is obtained, so that the 

magnitude cannot be calculated from the argument. 

Finally, if the polynomial zero is at an arbitrary location in 

the left half-plane ( 0,j 1111 <σω+σ=s ), then 

( ) 2
1

2
1

2
1

2
11 )(ln )(ln

2

1
)( ω−ω+σ=ω−ω+σ=ωa  and 

1

1
1 arctg)(

σ−

ω−ω
=ωφ . The proof is derived from the 

previous case, by frequency translation, as already done for 

the zero on the imaginary axis. 

If the above procedure is applied to each term of the 

factored fraction, after taking the logarithm, we obtain a sum 

of logarithms of the factors. The above relations are valid for 

each term of this sum. Hence, the argument of a stable 

minimal-phase rational function can be obtained as the 

Hilbert transform of the logarithmic modulus. This 

conclusion is valid for any rational system function under the 

condition that the function has no zeros or poles in the right 

half-plane. Stable minimal-phase rational functions are a 

subset of such functions. A unit ideal differentiator and 

integrator also belong to the class of functions for which the 

argument can be evaluated from the magnitude, though the 

reverse operation is not defined. 

There exist physically realizable functions for which the 

logarithmic magnitude and argument are not interrelated by 

the Hilbert transform, not even in one way. For example, an 

all-pass function (which can be a stand-alone function or 

appear as a product in a rational function of a non-minimal 

phase) has a constant (unit) magnitude on the imaginary 

axis. The logarithmic magnitude is zero, but the argument is 

nonzero (although a zero results from the Hilbert transform). 

This is not in contradiction with the above presentation for 

rational functions, as the all-pass function has zeros in the 

right half-plane. Hence, it does not satisfy conditions for the 

existence of the transforms in (24), (25), (27), and (28). 

Similarly, for a lossless transmission line, the transfer 

function on the imaginary axis has the form )jexp( τω− , 

where τ is a real constant ( 0≥τ ). The logarithmic 

magnitude is also zero, but the argument is a linear function 

of frequency. The transforms (24) and (25) are invalid in this 

case because the function )exp( sτ−  has a singularity at 

infinity.  

V. CONCLUSION 

Models of dielectric parameters are presented that yield a 

causal response in the time domain. The models are based 

on fitting experimental data by functions that automatically 

provide causality. Models are also presented for the primary 

parameters of transmission lines that guarantee causal 

response in the time domain. 

Relations between the argument and modulus of input and 

transfer functions, on the imaginary axis, are revisited. 

General conditions for the validity of these relations are 

underlined. For the class of minimal-phase stable rational 

functions, it is shown that the phase response can be 

reconstructed from the magnitude response under 

substantially relaxed conditions than in the general case.  
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